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Abstract
The neuropsychological scores and Functional Activities 
Questionnaire (FAQ) are significant to measure the cognitive 
and functional domain of the patients affected by the 
Alzheimer’s Disease. Further, there are standardized dataset 
available today that are curated from several centers across the 
globe that aid in development of Computer Aided Diagnosis 
tools. However, there are numerous clinical tests to measure 
these scores that lead to a challenging task for their assessment 
in diagnosis. Also, the datasets suffer from common missing 
and imbalanced data issues. In this paper, we propose a 
machine learning based framework to overcome these issues. 
Empirical results demonstrate that improved performance of 
Genetic Algorithm is obtained for the neuropsychological scores 
after Miss Forest Imputation and for FAQ scores is obtained 
after subjecting it to the Synthetic Minority Oversampling 
Technique.

Key words: Alzheimer’s disease, functional activities questionnaire, 
genetic algorithm, logistic regression, imputation, missforest, 
neuropsychological scores, synthetic minority oversampling technique.

Introduction

Alzheimer’s Disease (AD) is the most common 
form of dementia that occurs among older 
adults in their mid-60s. It is an irreversible and 

progressive disorder that is caused due to the deposition 
of neurofibrillary tangles and amyloid plaques. This 
protein deposition damages the brain and impacts on 
its size, which further reduces the functional ability of 
neurons (1). AD is characterized by the development 
of various symptoms that are assessed through the 
several techniques such as neuropsychiatric inventory 
questionnaire, neuropsychological scores, Functional 
Activities Questionnaire, medical history, physical 
and neurological examination, etc. Among these 
neuropsychological scores are significant markers that 
aid in diagnosis of the AD because they help to identify 
the cognitive impairment in a subject. Along with the 

neuropsychological scores, the study of functional 
impairment using FAQ scores is also important 
because cognitive declinement in a person may also 
lead to functional impairment; hence, many research 
studies focus on utilizing these scores to detect the 
AD by developing Computer-Aided Diagnosis (CAD) 
methods using machine learning and pattern recognition 
techniques.    

Alzheimer Disease Centers (ADCs) digitizes the 
clinical test results of the subjects and curates them to the 
standardized datasets. These datasets are freely available 
to the researchers and scientists to develop CAD tools 
for the AD diagnosis using clinical scores and imaging 
biomarkers which comprises of both cross-sectional 
and longitudinal data. However, the longitudinal data 
collected from the ADCs have some common problem 
such as missing and imbalanced data. In this work, 
we address these challenges by developing a machine 
learning based framework for CAD of the AD through 
prediction of missing values by imputation method and 
sampling of imbalanced data by Synthetic Minority 
Oversampling Technique. After computing the missing 
values and creating the balanced data, feature selection 
technique is then employed to select the most relevant 
features so as to obtain an improved classification results 
for the assessment and diagnosis of the AD.

Contributions

To this end, the paper makes following contributions. 
-	 Calculation of missing data: We employ imputation 

method to predict the missing data in the study dataset 
to improve the classification results. 

-	 Data balancing: In the proposed framework, sampling 
technique is utilized to balance the study data that 
outperform the imbalanced training model.  

-	 Feature selection: Genetic Algorithm (GA) based 
elitism technique is used to retain the fittest individual 
features that aids in effective assessment and diagnosis 
of the AD from cognitive and functional impairment 
perspectives. 

© Serdi and Springer Nature Switzerland AG 2020
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Organization

The rest of the paper is organized as follows. Literature 
survey is presented in Section 2. Problem definitions 
of the work and its objectives along with the proposed 
machine learning based framework for CAD of the AD 
are described in Section 3. Section 4 details on the feature 
selection and evaluation methodologies. In Section 5, 
experiments and results are presented. Finally, the paper 
concludes in Section 6. 

Literature Survey

In this section, we review the recent papers that use 
machine learning techniques, feature selection and 
statistical analysis techniques for CAD of the AD. In 
recent years, the CAD is considered to be the second 
opinion in the diagnosis of the patients’ disease and also 
to assist the doctors to make correct decisions. Thus, the 
researchers and scientists to show the focus towards 
the development of the CAD using machine learning 
and pattern recognition techniques. In this regards, 
several standard datasets for CAD of AD are present viz. 
National Alzheimer’s Coordinating Center (NACC) - 
http://alz.washington.edu; Mayo Clinic Study of Aging 
(MCSA) - https://www.mayo.edu/; and, Alzheimer’s 
Disease Neuroimaging Initiative (ADNI) - http://adni.
loni.usc.edu..

Machine Learning Approaches for CAD of AD

McCutcheon et al., (2) proved that the depression is 
independent of AD pathology. Gavett et al., (3) have 
identified the education, age and baseline scores as 
the best predictors of AD progression by utilizing the 
longitudinal data from NACC. Hassenstab et al., (4) 
suggest that the new scores with high correlation value 
can be utilized as a substitution with the old score in the 
longitudinal analysis. In paper (5), Besser et al., shows 
that different tools are required to diagnose AD and PD 
patients by subjecting the neuropsychological and clinical 
scores from NACC data to multivariable linear regression 
analysis. Barrens et al., (6) shows that both the cognitive 
domain and behavioral impairment are observed at the 
initial stages of AD, and it gradually increases with the 
increasing age groups. 

Battista et al., (7) obtained Logical Memeory, FAQ 
and Alzheimer’s Disease Assessment Scale-Cognitive 
Behavior (ADAS-Cog) as the best predictors by 
optimizing the scores using machine learning 
techniques. Machulda et al . ,  (8) proposed the 
framework to categorize the incident MCI into four 
different clusters: Amnestic, Dysexecutive, Dysnomic 
and Subtle Cognitive Impairment (SCI). Zhu et al., (9) 
proposed the personalized model for AD diagnosis. The 
personalized model utilizes the reweighting of training 

subjects, therefore it aids in the distribution of testing 
data and also to refine the classifier based on training 
weights. Moradi et al., (10) prove that the structural 
brain atrophy is highly correlated to the Rey’s Auditory 
Verbal Learning Test (RAVLT) Immediate and Percent 
Forgetting scores and the RAVLT Immediate score also 
shows high predictive accuracy for the AD conversion.  

Statistical Analysis of the Clinical Scores of 
AD

Green et al., (11) performed the statistical analysis 
on NACC data, to find the transition probabilities of 
AD subjects. John et al., (12) shows that impairment 
under episodic memory, language, executive function 
and attention domain are significant to the individuals 
with the symptomatic AD. Kielb et al., (13) determined 
that the scores related to the episodic memory are 
significant in the baseline visit. Thus, it is considered to 
be a sensitive biomarker to determine MCI. Musa et al., 
(14) conducted a study on the AD patients in Chile to 
assess the behavioral changes during the progression of 
AD by using NPI-Q scores.  In paper (15), the objective of 
Chen et al., is to identify the  predictors that lead to the 
progression to MCI from normal.  

Feature Selection Techniques in the CAD of AD

Zhu et al., (16) applied Temporally Structured Support 
Vector Machine (TS-SVM) on MCI-NC to detect AD 
before its onset and also to obtain the better classification. 
Sorensen et al., (17) shows that the feature selection 
technique have an important role in the multiclass 
classification of AD. Beheshti et al., (18) proposed the 
framework for CAD of AD that comprises the feature 
extraction by Voxel based Morphometry (VBM),  In the 
second stage, voxel values are extracted from the reduced 
Volume of Interest. Then feature selection is performed 
by t-test scores and GA. Finally, the obtained optimal 
subsets of features are classified by the linear Support 
Vector Machine (SVM) classifier.

Problem Definition and Proposed Approach 

The problem that we consider in this paper is 
described as follows. “Diagnosis of the AD by 
identification of Cognitive and Functional impairment 
at the baseline and follow up visits using clinical scores 
through machine learning approach”. Further, our 
objective is to determine the (i) Effect of missing data 
on the classification; (ii) Role of imbalanced data on the 
classification and (iii) Which are the best (optimal) and 
minimal features for AD diagnosis.
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Proposed Framework  for CAD of the AD

The f lowchart  of  the  proposed framework 
is represented in Figure 1 and described below. The 
longitudinal data collected from the NACC dataset are 
subjected to the preprocessing module which comprises 
the selection of instances, and clinical scores, Imputation 
of missing values and data balancing. The preprocessed 
data is then subjected to GA to select the best subset of 
features. Further, the obtained subsets of features are 
evaluated by Logistic Regression (LR) model. Next, the 
obtained results are analyzed to find the significance 
of the selected subset of neuropsychological and FAQ 
scores.

To attain these objectives, we have to overcome 
numerous challenges existing with the study data. For the 
collected study data, we have the following objectives:
-	 Missing Data Prediction: To effectively balance all the 

attributes of the dataset. Thus, it leads to the unbiased 
training phase for machine learning techniques.  

-	 Imbalanced Data Handling: To marginally distribute 
the data samples between different classes. Therefore, 
the prediction model is effective in learning the 
features from all the classes.

-	 Feature Selection: To select the relevant scores from the 
neuropsychological test and FAQ scores.

Data Collection 

The NACC database used in our proposed work is 
developed through the contribution of standardized 
clinical data by several ADCs across united states (19). 
The collected longitudinal data of AD, MCI and normal 
subjects comprises of 11,735 unique instances and 467 
features and these instances have their visit range varying 
from 1-12 for the period of September 2005 to June 2016. 
So out of 467 features, 16 neuropsychological scores, 10 
FAQ scores are significant because neuropsychological 
scores provide information about the current levels 
of cognitive performance in a person and the loss of 
cognitive function may also affect the change in the 
functional and behavioral state of the person. Thus, in 
addition to the neuropsychological scores, FAQ is also 
used by a neuropsychologist to assess the severity of 
the disease and also to distinguish between the different 
stages of the AD. Hence, these scores are selected in our 
study for further analysis and are shown in Table 1 and 
Table 2 respectively.      

Figure 1. The Proposed Framework for CAD of the AD

Table 1.  The neuropsychological scores
FN Neuropsychological Scores Cognitive Domain FN Neuropsychological Scores Cognitive Domain

1 CDRSUM Dementia Severity 9 DIGIB Working Memory
2 CDRGLOB Episodic Memory 10 DIGIBLEN Working Memory
3 NACCGDS Depression 11 ANIMALS Language
4 NACCMMSE Dementia Severity 12 VEG Language
5 LOGIMEM Episodic Memory 13 TRAILA Executive Function
6 MEMUNITS Episodic Memory 14 TRAILB Executive Function
7 DIGIF Working Memory 15 WAIS Working Memory
8 DIGIFLEN Working Memory 16 BOSTON Language
*FN- Feature Number
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Table 2.  The functional activities questionnaire scores
FAQ Feature Number

BILLS 1

TAXES 2

SHOPPINHG 3

GAMES 4

STOVE 5

MEAL PREP 6

EVENTS 7

PAYATTN 8

REMDATES 9

TRAVEL 10
	

Preprocessing

Selection of Patient’s Visits

The collected data from NACC have the instances 
with their visit range varying from one to twelve. From 
the clinician diagnosis, we observe 50% of MCI patients 
are converted to AD within the time duration of 24 to 36 
months. So, we preprocess the NACC data to have the 
instances with the minimum of 24 to 36 months between 
baseline and follow up visits. The selected period is 
significant because the conversion of MCI patients to AD 
are more in visit-4, which is as shown in Figure 2. 

Statistical Significance for Choosing Fourth Visit 

The paired t-test is used as a statistical procedure to 
compare CDRSUM score of the instances at two different 
visits. We choose CDRSUM in the statistical analysis 
because it is a measure of cognitive dysfunction and 
dementia severity. To perform statistical analysis, we 
assume the null hypothesis and calculate the paired t-test 
scores between two different visits using Equation 1.

Null Hypothesis: The mean difference of CDRSUM 
score between two visit times is zero and p-value ≥0.05

Where, t  is the t-statistic; m is mean of the group; s is 
standard deviation, and n is the sample/group size.

The obtained p-value is  2.2e-16. Thus, we reject the 
null hypothesis at a 95% confidence interval and conclude 
that there is a significant difference between the mean of 
CDRSUM scores at two different visits and the obtained 
results of t-test scores and mean differences are tabulated 
in Table 3. 

From Table 3, we observe the magnitude of t-test score 
is high in concern to the visit 1 and visit 4 clinical scores 
of the selected instances and it also shows that there is 
a larger mean difference between these visits. Thus we 
choose visit1 and visit4 for further analysis. 
Table 3.  Paired T-Test scores between different visits
Visits t-test score Mean Difference

1 and 2 6.368 0.2158
1 and 3 12.258 0.7341
1 and 4 19.304 1.8024
2 and 3 8.7816 0.5182
2 and 4 17.028 1.5865
3 and 4 11.86 1.0682

Computation of Missing Values 

The missing values observed in the obtained 
longitudinal data from NACC are computed using Miss 
Forest Imputation method (20). Let the considered data 
be in the form of a matrix with columns corresponding 
to clinical scores Pj, where [j=1,2,...m] and rows 
corresponding to instances Vi, where [i=1,2,..n] of normal 
and demented subjects. Miss forest begins with the 
initial calculation of missing values by mean imputation 
method. In the next step, the number of missing values 
for Pj’s  are determined and sorted them based on its 
increasing order. Where NAPj represents the count of 
missing values (NA) for clinical score Pj. Based on the 
number of missing values, rearrange Pj with NAP1 <  
NAP2 < NAP3 .. < NAPm. Fit a random forest for the 
observed values of Px and Pj as the target and predictor 
variable respectively. Then predict one of the missing 
values of Px based on trained random forest and repeat it 
for every attribute Pj. This process continues for several 
iterations until the difference between previous imputed 
matrixi and newly imputed matrixi+1 increases for the 
first time.  The Function 1 represent the step by step 
procedure followed for Miss Forest Imputation method.

Data Balance by SMOTE 
Synthetic Minority Oversampling Technique (SMOTE) 

is a hybrid based method, where the samples of minority 
class are synthesized and samples of majority class are 

Figure 2. The Percentages of Data for Different Visits
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removed randomly until the balanced ratio of both the 
classes is generated. Function 2 describes the synthesis 
of new minority samples by considering each sample Mi 
from the minority class and its nearest neighbors. The 
nearest neighbors are selected based on the minimum 
Euclidean distance concerning to each minority 
sample considered. In the next step, we calculate the 
difference between the feature vector of each minority 
sample and one of the randomly selected neighbors. 
Then, the calculated difference is multiplied by a random 
number between 0 and 1. By adding this result to the 
Mi, generates a new sample. It is followed by the under-
sampling of samples from majority class. 

Function 1. Miss Forest
Input   : Original data with N*M matrix with missing values.
Output : Imputed   data   with  N*M  matrix   without   
missing  values
Step 1:  The initial calculation of missing values is performed 
by using mean imputation method. 
Step 2:  Let data is of N * M where N is the number of records 
and M is the number of attributes.
Step 3: Count the number of missing values of each attribute 
Aj where j = 1,2,3 … m.
Step 4:  Rearrange the attributes in ascending order based on 
the missing values.  
  Step 5: A random forest is fit by considering the observed 
values of both the target variable Ax and independent 
variables Aj.  
Step 6: Then the missing value of the target variable Ax is 
predicted by using the trained random forest.
Step 7:  If the difference between the matrix and newly created 
matrixi+1 meets the stopping criteria, then imputation stops. 

Function 2. Smote algorithm
Input: Data, with M number of Samples from Minority  
Classes, Amount of synthetic samples N%.
Output: N% of M Synthetic Minority Samples.
Initialize: Number of nearest neighbor k, n = N% of M. 
Step 1: K nearest neighbors are computed for each instance   
Mi from Minority Class M. 
Step 2: Randomly choose one of the K nearest neighbors of    
Minority Sample Mi.                 
Step 3: Diff: Calculate the difference between the nearest 
neighbor and Mi.
Step 4: Alpha: A random number between 0 and 1.
Step 5: New Sample: Mi + (Diff *Alpha) 
Step 6: Repeat the step 2 - step 5 until n new samples are 
synthesized.

Feature selection and evaluation

Genetic Algorithm (GA) 

GA (21) is a population-based heuristic search 
technique, which is inspired by the biological process 
of natural selection. It evolves all the possible candidate 
solutions from the population and the best candidate 
is selected through the evolutionary approach. This 
approach is composed of three operators such as 
selection, crossover and mutation. Function 3 lists the 
steps carried by a GA technique.

Logistic Regression

Logistic Regression is the type of regression analysis 
suitable for the data with binomial response (dependent) 
variable and one or more explanatory (independent) 
variables (22). The response variables considered for 
our study is normal and MCI or AD. While the 
neuropsychological or FAQ scores are considered as 
explanatory variables. The prediction of the response 
variable is obtained by the combination of explanatory 
variables and its coefficient which is as represented in 
Equation (2).

Where Q is the response variable, β0 is the intercept 
term,  P=[P1, P2, P3, ... , Pn] is a set of explanatory 
variables and β = [ β1,  β2,  β3, .... , βn] is a set of the 
regression coefficient.

Function 3. To separate the instances for four visit times
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Experiments and results

The proposed framework is implemented in R tool 
and we have carried out the different experiments on 
the selected neuropsychological and FAQ scores at two 
different visit times. 

Evaluation Parameters

To measure the performance of the logistic regression 
classifier, we considered the metrics such as Accuracy, 
MSE and AUC.

AUC = Area Under Curve with respect to Sensitivity and 1-Specificity.

Where, True Positive (TP)-No of instances correctly 
classified as the demented subjects; True Negative 
(TN)-No of instances incorrectly classified as the non-
demented subjects; False Positive (FP)-No of instances 
correctly classified as the non-demented subjects; False 
Negative (FN)-No of instances incorrectly classified as 
the non-demented subjects, and Predicted Value by LR 
model (y_i)-Observed Value of the Scores in the dataset 
((y_i) ̂).

Parameters used for GA

In all the experiments, the parameters considered 
for GA are as follows: Initial population N of size 50, 
crossover rate Pc of 0.9, mutation rate Pm of 0.1, number 
of elitism is set to 2 and 20 numbers of generations is set 
as termination criteria.

Experiments on Neuropsychological Scores

In first experiment, MCI patients from normal subjects 
are discriminated by considering the neuropsychological 
scores from clinical visit-1 and these have 565 MCI 
and 4716 normal subjects (23). Next, we determine the 
percentage of missing values for all the scores from visit-
1 and obtained 0.83%. Since the percentages of missing 
value are less, it did not show an impact on the classifier 
model. Thus, these scores are handled by SMOTE 
technique and optimized by GA. 

The results obtained show that GA selects the same 
subset of features consistently across 20 generations 
and the performance evaluation for this selected subset 
of scores is shown in Table 4. The frequently selected 
scores of visit-1 are 2 (CDR GLOB), 3 (NACC GDS), 6 
(MEMUNITS), and 8 (DIGIFLEN) respectively.  From 
the obtained results, we infer the cognitive domains 

effective to discriminate MCI patients from normal are 
episodic memory, working memory and depression. 
The combination of these features also shows better 
performance. Later, we perform cross-validation by 
dividing 4716 normal subjects into 10 equal sizes and 
thus we obtain 471 normal subjects in each subset and 
we consider 565 MCI subjects. The common features 
obtained with the highest frequency in both the 
approaches are as follows: 2 (CDR GLOB), 3 (NACC 
GDS), 6 (MEMUNITS), but the results of the proposed 
framework achieves better than the cross-validation 
results. 

Table 4. Performance evaluation of subset of (visit-1) 
neuropsychological scores
Feature  Number AUC Accuracy MSE

1 0.947 0.9265 0.057
2,6 0.967 0.9403 0.042
2,4,6 0.968 0.9393 0.043
2,3,6,8 0.971 0.9427 0.041
8,3,2,6,10 0.971 0.9427 0.042

Next, the neuropsychological scores having 381 
AD and 4398 normal subjects from clinical visit-4 are 
considered for the second experiment. We determined the 
percentage of missing data and it ranges between 4.54% - 
16.18% and 8 out of 16 have the missing data equal to and 
above 14.27%. Hence, we subject the visit-4 data to two 
different multiple imputation approaches such as MICE 
and Miss Forest to compute the missing values. Then 
the imputed dataset are subjected to GA and the selected 
features are evaluated by using MSE as the parameter. 
The obtained results in Table 5. shows that the imputed 
dataset yield smaller MSE than the original dataset 
and by the comparison of two imputation methods, we 
observe that Miss Forest outperforms MICE. Thus, we 
consider Miss Forest in our proposed framework.

Table 5. Comparison of MSE of the features from visit-4 
before and after imputation
No of 
Features

Average MSE Average MSE 
(with Miss 

Forest)

Average MSE 
(with MICE)

1 0.0191 0.0093 0.012
2 0.0191 0.0091 0.01026
3 0.01895 0.00909 0.01035
4 0.01863 0.00888 0.00972
5 0.01875 0.00889 0.00998

The significant features obtained with higher 
frequency after the miss forest imputation and SMOTE 
are 1(CDR SUM), 5 (LOGIMEM), 8 (DIGIFLEN), 14 
(TRAILB), 11 (ANIMALS) respectively as shown in 



JPAD  - Volume 6, Number 3, 2019

7

Figure 3. From the obtained results, we infer the cognitive 
domains effective to discriminate AD patients are 
dementia severity, episodic memory, working memory 
and attention, executive function and language. Also, 
we observe that the feature selection for the considered 
neuropsychological scores of clinical visit-4 is improved 
by incorporating two preprocessing techniques: Miss 
Forest Imputation and SMOTE.

Next ,  we perform cross-val idat ion for  the 
neuropsychological scores of visit-4 similar to the visit-
1 scores. We observe some of the common features 
obtained with highest frequency in both the approaches 
are as follows:1 (CDRSUM), 14 (TRAIL B) and 11 
(ANIMALS) but the result of the proposed approach 
outperforms the cross-validation. 

Experiments on FAQ Scores

We considered FAQ scores of visit-1 having 4716 
instances from majority class and 565 instances from 
minority class in the ratio of 0.893:0.1069 and visit-4 
have 4398 normal and 381 AD subjects in the ratio of 
0.9202:0.079 for the third and fourth experiment. As these 
FAQs are scored based on the informant’s response, 
the missing values are less, therefore the data is not 
subjected to the imputation technique, but the scores 
from visit-1 and visit-4 are subjected to SMOTE technique 
because the imbalanced data subjected to the LR model 
shows AUC value in the range of 0.6955 to 0.7793, thus 
there is a requirement to improve the performance of the 
model. Then the GA is run for 20 times on imbalanced 
FAQ scores for the instances from both the visits and 
we obtain best subsets of features with minimum size. 
This is followed with the measurement of prediction 
performance of these selected feature subsets by LR 
model, by choosing AUC as the metric. The same 
procedure is followed for the balanced data, which is 
formed by applying SMOTE technique on the original 
dataset by choosing the percentage of oversampling 
equal to 600 and under sampling equal to 100. Then 
the performance of original and the balanced data are 
measured for the GA selected subset of features with the 

size varying from 1-5. It is followed with the calculation 
of average AUC value for each selected subset size 
with and without SMOTE. The results of average AUC 
for both visit-1 and visit-4 are shown in Table 6. The 
improved performance shows the significance of SMOTE 
to handle the imbalanced data. 

Table 6. Comparison of average AUC of the FAQ scores 
for visit-1 and visit-4 with and without smote technique
No of 
Features

Average 
AUC for 
Visit 1 

(without 
SMOTE)

Average 
AUC for 
Visit 1 
(with  

SMOTE)

Average 
AUC for 
Visit 4 

(without 
SMOTE)

Average 
AUC for 
Visit 4 
(with 

SMOTE)

1 0.6955 0.8138 0.9162 0.9187
2 0.7027 0.8699 0.91565 0.9587
3 0.7411 0.9029 0.9349 0.96835
4 0.7253 0.9328 0.9589 0.9784
5 0.7793 0.9342 0.94084 0.9749

The frequently selected features for visit-1 after 
SMOTE technique are 1 ( BILLS), 6 (MEAL PREP), 9 
(REMDATES ) as shown in Table 7 and for the visit-4, 
we obtain 2 (TAXES), 8 (PAY ATTN), 9 ( REMDATES) 
as the functional scores which aids to differentiate AD 
from normal subjects as shown in Table 8. Then we 
perform the cross-validation for both the visit-1 and visit-
4 FAQ scores and it is observed that the same features 
are selected in both the approaches but the proposed 
approach outperforms the cross-validation results.

Table 7. Performance evaluation of subset of (visit-1) 
FAQ scores
Feature Number AUC Accuracy MSE

9 0.8138 0.8002 0.1478
1, 9 0.8829 0.8675 0.1040
9,4 0.8569 0.8652 0.1088
2,6,9 0.9276 0.8985 0.0839
4,1,9 0.8946 0.8975 0.0848
6,2,9,3 0.9332 0.9128 0.0717
6,1,9,8 0.9290 0.9138 0.0708
2,6,7,8,9 0.9342 0.921 0.0650

Since the proposed approach shows better 
performance than the cross-validation results. So, 
the features selected by our proposed approach are 
considered to be significant for CAD of AD.

Figure 3. The Frequencies of Neuropsychological Scores 
Selected by GA 
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Table 8. Performance evaluation of subset of (visit-4) 
FAQ scores
Feature Number AUC Accuracy MSE

2 0.9187 0.8980 0.0870
2,9 0.9587 0.9283 0.0577
8,2,9 0.9672 0.9414 0.0450
9,6,2 0.9615 0.9419 0.0442
2,9,8,5 0.9841 0.9530 0.0368
9,2,1,8 0.9727 0.9510 0.0383
1,8,2,4,9 0.9658 0.9606 0.0335
4,5,8,2,9 0.9845 0.9535 0.0339

Conclusions

In this paper, the proposed framework is significant 
to improve the performance of feature selection 
by GA in our paper. The tabulated results show the 
frequently selected neuropsychological and FAQ scores. 
The neuropsychological scores are required to identify 
the impaired cognitive domain and FAQ are required 
to identify an impaired functional domain. From the 
obtained results we infer that the cognitive domains 
impaired for visit-1 are memory and depression. In visit-
4 it identifies the language and executive function along 
with the memory domain.  The impaired functional 
domain for visit-1 are paying bills, remembering 
appointments, meal preparation. In visit-4 it identifies 
assembling tax records, remembering appointments 
and paying attention. In future, we perform the feature 
selection on the selected scores by using different 
optimization techniques. 
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